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Harmfully Manipulated Images Matter 
in Multimodal Misinformation Detection

Key Takeaways

➢Findings: We introduce image manipulation features into multimodal misinformation detection, and find 

that only the article that has been manipulated by harmful intention is misinformation.

➢Method: We primarily propose three tasks: veracity classification, manipulation classification, and intention 

classification, which respectively detect whether an article is misinformation, whether its image has been 

manipulated, and whether this manipulation is harmful.

➢Experiments: By comparing with baseline models, we have demonstrated the effectiveness of our model.
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➢ Manipulation is a crucial feature in multimodal 

misinformation detection

As surveys, a majority of fake articles may contain 

manipulated images created by various techniques.
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➢ Not all manipulated information is misinformation

The images of fake articles are more likely with harmful 

intentions, e.g., deception, but the ones of real articles 

are with harmless intentions, e.g., watermarking.

We propose to detect misinformation by extracting 

distinctive manipulation features that reveal whether 

the image is manipulated, as well as intent features 

that differentiate between harmful and harmless 

intentions behind the manipulation.

Motivation

Our Method: HAMI-M3D

Module 1: Feature Encoders Module

This module consists of four specific feature encoders, 

including text encoder, image encoder, manipulation 

encoder, and intention encoder.

Module 2: Feature Fusion Module

Given these extracted features, the feature fusion module 

utilizes a multi-head attention network to integrate them 

into one fused feature.

Experimental Results

Module 3: Predictors Module

This module contains three predictors trained on three 

different tasks: 

➢ Task A: Veracity Classification

Utilizing the fused feature, a linear veracity classifier is 

employed to predict the veracity label.

➢ Task B: Manipulation Classification

✓ Knowledge distillation: Training a manipulation teac-

her and then distilling its predictions to the manipulation 

classifier.

✓ Pre-training: Pre-training the manipulation teacher with 

a benchmark dataset on image manipulation detection, 

e.g., CASIAv2.

✓ Positive and Unlabeled (PU) learning: Given an image, 

we generate its manipulated version, and it is naturally 

assigned as “manipulated”, the other is “unlabeled”.

➢ Task C: Intention Classification with PU learning

✓ If the image of the real article is manipulated, its intention 

must be harmless; But if the image of the fake article is 

manipulated, its intention may be harmful or harmless.

✓ If the image of one article is manipulated by a harmful

intention, the veracity label of this article must be fake; But 

if the image of one article is manipulated by a harmless 

intention, its veracity label may be real or fake. 

➢ HAMI-M3D outperform 5 baselines across 3 datasets 


