
Bing Wang, Ximing Li*, Changchun Li, Bingrui Zhao, Bo Fu, Renchu Guan, Shengsheng Wang

Robust Misinformation Detection by Visiting 
Potential Commonsense Conflict

Key Takeaways
ØMotivation: In certain scenarios, articles with misinformation are more likely to involve commonsense 

conflict. Meanwhile, large language models may be a bad choice to identify them.

ØMethod: We design a commonsense template to express the potential commonsense conflict measured 

by prevalent commonsense reasoning methods and specify it for each original article as the augmentation.

ØExperiments: We construct a new commonsense-oriented dataset CoMis. By comparing with baseline 

models, we have demonstrated the effectiveness of our model.
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In certain scenarios, articles with misinformation are 
more likely to involve commonsense conflict

We design a commonsense template to express 
the potential commonsense conflict measured by 
prevalent commonsense reasoning methods and 
specify it for each original article as the augmentation.

Motivation

Our Proposed Method: MD-PCC

Experimental Results

Module 1: Commonsense Triplet Extraction
For each article, we extract a certain number of relevant 
commonsense triplets. To achieve this, we first screen 
all relations to extract all corresponding triplets from the 
article and then filter out the meaningless ones.

MD-PCC outperform five baselines across five datasets 

 How do human beings identify misinformation?

Recent psychological studies partially offer an answer as 
human beings naturally distinguish misinformation by 
referring to their pre-existing commonsense knowledge.

How to measure and express commonsense conflict 
for given articles?

Large Language Model May be a Bad Choice!
* This preliminary analysis is not included in the main text of the paper.

1. LLMs underperform 
in veracity prediction 
compared to 
supervised models

2. LLMs struggle to 
directly identify 
commonsense 
conflicts in articles

Conjunction Subject Relation Golden Object Object

However, meat floss is made of meat instead of cotton.

Meat floss on the market now is all made of cotton!

Module 2: Golden Object Generation
Given subjects and relations, we generate their golden 
objects, which are aligned with real-world commonsense 
knowledge. Specifically, we feed them into the prevalent 
commonsense tool to generate the golden object.

Module 3: Commonsense Expression Construction

We construct a commonsense expression by filling the 
commonsense template. We first compute conflict scores 
by BARTScore. We then select the highest conflict score 
from the set, and use it to fill the commonsense template.

A New Dataset: CoMis

For Commonsense-Oriented
Misinformation Detection


