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Background

Social media platforms are inevitably full of misinformation, causing damage
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are being pulled from drugstore shelves in an

effort to start the “next plandemic” or force

people to get the COVID-19 vaccine.

COVID-19 vaccines are safe for people

who have existing health conditions,

including conditions that have a higher risk

of getting serious illness with COVID-19.



Previous Works on MD

The cutting-edge MD methods extracting more discriminative features by

incorporating influential aspects from psychology and sociology perspectives

Emotion Feature Stance Feature Propagation Structure
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Motivation

Misinformation is created by specific intents, which are often negative, and harmful

Real information is more objective with the straightforward intent of sharing 
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Reason the intent of articles and form the 

corresponding intent features



Method:  Detecting Misinformation by Integrating Intent featuRes

✓ Four components of DM-INTER:

LM encoder,  LM decoder,  fusion network,  veracity classifier
1 2 3 4



Method:  Detecting Misinformation by Integrating Intent featuRes

LM encoder1

Specified by the T5 encoder extracts the hidden token 

embeddings of a given article. 



Method:  Detecting Misinformation by Integrating Intent featuRes

LM decoder2

To reason the potential intent, we refer to some 

psychological concepts and present an intent hierarchy

Intent Recognition

Hierarchical Classification



Method:  Detecting Misinformation by Integrating Intent featuRes

LM decoder2

✓ We progressively prompt a T5 decoder to reason one or multiple paths on the 

hierarchy, and obtain a textual intent reasoning sequence

✓ the T5 decoder also outputs the token embeddings, and directly adopt the average 

pooled representation, which can be seen as the intent feature



Method:  Detecting Misinformation by Integrating Intent featuRes

LM decoder2

✓ We involve training the decoder with the self-training method, to enable the 

decoder to generate more accurate answers



Method:  Detecting Misinformation by Integrating Intent featuRes

Fusion network3

We adopt a multi-head attention network to fuse them to obtain the 

overall article representation



Method:  Detecting Misinformation by Integrating Intent featuRes

Veracity classifier4 Predict the final veracity predictions



Method:  Detecting Misinformation by Integrating Intent featuRes

Veracity classifier4 Predict the final veracity predictions

Adaptive Weight Assigning

✓ Error propagation

If an intent in the intent hierarchy

is reasoned incorrectly, then its

child intents will also be incorrect.

✓ Veracity inconsistency

Each intent corresponds to a veracity label,

when the reasoned intent of an article fails

to align with its veracity label, indicating an

incorrect reasoning for this sample



Evaluation

✓ Experimental Settings

3 datasets, 5 baseline models, and 7 metrics

3 Datasets 5 Baseline Models

GossipCop, PolitiFact, and Snopes
1 2 3 1

2

3

4

5

BERT (bert-base-uncased)

T5 (T5-base)

EANN learns event-invariant features

BERT-EMO introduces emotional signals

CED generate intra/inter category features



Evaluation: Performance Comparison

In general, this paper 

proposes a plug-and-play 

method that consistently 

enhances the performan-

ce of its baseline models 

across almost all settings.

Observation 1



Evaluation: Performance Comparison

The average improvement 

over the baseline models is

Snopes>PolitiFact>GossipCop

This phenomenon indicates 

that the positive impact of 

DM-INTER is more pronoun-

ced in scenarios with limited 

training data

Observation 2



Evaluation: Ablative Study

In general, the performance of all ablation 

experiments is consistently lower than that 

of our comprehensive model DM-INTER

Observation 1
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The performance of the four ablation versions 

can be ranked as:

Observation 2

w direct query < w/o < w/o hierarchy < w/o weights

shows their order of importance
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Evaluation: Sensitivity Analysis

Observation

The model is sensitive to 𝛽, and the model consistently shows the best performance on 

all datasets when 𝛽 is approximately 0.0001



Evaluation: Case Study

Observation

In summary, these cases consistently demonstrate the effectiveness of DM-INTER in

reasoning intents



Takeaways

Motivation

We present to investigate the intents expressed by articles and utilize them to 

identify misinformation.

Method: DM-INTER

We design an intent hierarchy based on several psychological studies and use 

it to progressively reason intents with a pre-trained auto-regressive decoder.

Experiments

Our experimental results can indicate that DM-INTER can improve the 

performance of the baseline models.
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