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L Background

Social media platforms are inevitably full of misinformation, causing damage
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Misinformation Detection




L Previous Works on MD

The cutting-edge MD methods extracting more discriminative features by
iIncorporating influential aspects from psychology and sociology perspectives
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L Motivation

Misinformation is created by specific intents, which are often negative, and harmful

Real information is more objective with the straightforward intent of sharing
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conspiracy
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COVID-19 vaccines are safe for people
who have existing health conditions,
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L Motivation

Misinformation is created by specific intents, which are often negative, and harmful

Real information is more objective with the straightforward intent of sharing

Reason the intent of articles and form the
corresponding intent features




L Method: Detecting Misinformation by Integrating Intent featuRes

v' Four components of DM-INTER;

0LM encoder,eLM decoder,efusion network,everacity classifier

Veracity Classifier ’>-> lop <==Y;
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[Public] Is this article aimed at the public? no
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L Method: Detecting Misinformation by Integrating Intent featuRes

© LM encoder

Specified by the T5 encoder extracts the hidden token
embeddings of a given article.

Token embedding h§ J
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L Method: Detecting Misinformation by Integrating Intent featuRes

©® LM decoder

To reason the potential intent, we refer to some
psychological concepts and present an intent hierarchy

Intent Recognition
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L Method: Detecting Misinformation by Integrating Intent featuRes

©® LM decoder

v" We progressively prompt a T5 decoder to reason one or multiple paths on the
hierarchy, and obtain a textual intent reasoning sequence

v the T5 decoder also outputs the token embeddings, and directly adopt the average
pooled representation, which can be seen as the intent feature

Intent feature h¢

. Intent of real samples
Root (article) :I P

P

T5 Decoder

Lp
: Intent reasoning sequence z;
[ [Public] Is this article aimed at the public? no
"""""" [Emotion] Is there any emotional expression in this article? no
_______ [ndividual] Docs this article express any personal points? yes
«—| [contlict] Is this article attempting to create conflict? no
"""" [smeaz] Is this article smearing others”no
[ [Bias] Is therc any bias T thls i) ges
——————— [ ;'.‘_t;r-x;l_e-z;;:]-i; —tl_1;s- —21-IT_i-C‘|;‘ii;.I.S_I-S-C-C-k-i;l—(D’- i‘I;tcraction and connection? no




L Method: Detecting Misinformation by Integrating Intent featuRes

©® LM decoder

v" We involve training the decoder with the self-training method, to enable the
decoder to generate more accurate answers
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[Bias] Is there any bias in this article? yes




L Method: Detecting Misinformation by Integrating Intent featuRes

© Fusion network

We adopt a multi-head attention network to fuse them to obtain the
overall article representation
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L Method: Detecting Misinformation by Integrating Intent featuRes

O Veracity classifier Predict the final veracity predictions

pmin L= Z _, % (tce(eiW,yi) + Lp),

Veracity Classifier ’>-> lop <-=-Y;
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L Method: Detecting Misinformation by Integrating Intent featuRes

O© Veracity classifier Predict the final veracity predictions

min £ =~ SV fcg(eiw,yi)wﬁp), i

Adaptive Weight Assigning

v Veracity inconsistency

v' Error propagation Each intent corresponds to a veracity label,
If an intent in the intent hierarchy when the reasoned intent of an article fails
is reasoned incorrectly, then its to align with its veracity label, indicating an
child intents will also be incorrect. ~ Ncorrect reasoning for this sample

E T v { 1, veracity consistency,
o
1

= a, = . .
ZT ) lair — Eir”z ) ! 0, veracity inconsistency.
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L Evaluation

v' Experimental Settings

3 datasets, 5 baseline models, and 7 metrics

3 Datasets 5 Baseline Models

0 BERT (bert-base-uncased)
9 T5 (T5-base)

oGossipCop,oPoIitiFact, an(? Snopes

Dataset # Train # Validation # Test 9 EANN learns event-invariant features
Fake Real Fake Real Fake Real
GossipCop 2,024 5,039 604 1,774 601 1,758 9 BERT-EMO introduces emotional signals
PolitiFact 1,224 1,344 170 186 307 337
Snopes 2,288 838 317 116 572 210 9 CED generate intra/inter category features
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& Evaluation: Performance Comparison

Method Macro F1 Accuracy Precision Recall Flieal Flgke AUC
Dataset: GossipCop O b se rva'“ on 1
BERT} e [4] (~110M) 78.23+0.45  83.78+0.80  79.00+£1.45  77.69+059  89.21+069  67.24:045  86.58+0.33 e
BERT + EANN [46] 78.59+0.84 84.47+0.66 80.37x1.46 77.42+1.36 89.80+0.55 67.39+£1.59 86.89+0.45 H
BERT + BERT-EMO [57] 78.63+047  84.62+0.39  79.75+0.93 77.10+1.01 89.83+059  67.23+1.03 86.75+0.37 In general, th IS paper
BERT + CED [52] 78.33+040  83.77+0.68  78.85+1.26  77.94+0.25  89.17+057  67.49+025  86.31+0.46
o [0 ool Teahi  Bisens g Tesmisn ~ mesan sesnn s | | Proposes a plug-and-play
+ DM-INTER (ours) 79.45+0.62%  85.33+0.49% 81.92+1.08" 77.82+0.88"  90.44+039  68.46+1.12"  87.46+0.12 H
T5 + EANN [46] 78.60+0.35  84.40+0.18  80.06+0.51 77.51+0.74  89.74+0.18  67.47+0.77  87.49+0.54 methOd that ConSIStentIy
+ DM-INTER (ours) 79.73+0.66  85.59+0.48"  82.38+0.91"  77.96+0.85  90.63+0.66" 68.83+1.00"  87.97+0.22
T5 + BERT-EMO [57] 78.46+039  84.48+0.26  80.45+0.89  77.11+1.08  89.84+031  67.08+1.01 87.53+0.36 en hances the performan
+ DM-INTER (ours) 79.55+0.53*  85.19+0.26" 81.34+0.63" 78.26+1.01"  90.29+0.21  68.81+1.07° 88.10+0.15" H H
T5 + CED [52] 78.83+0.64  84.49+052  80.09+0.89  77.86+0.82  89.77+039  67.90+1.04  87.57+0.36 Ce Of Its basellne mOdeIS
+ DM-INTER (ours) 79.78+0.60%*  85.50+0.38"  82.01+0.86"  78.24+091  90.53+0.27°  69.03+1.08*  88.01+0.47 r | m ” |n
Dataset: PolitiFact aC OSS a OSt a Sett gS '
BERT},,. [4] (~110M) 50461098  60.02:073  60.26:091  59.82:0.88  62.38+158  59.55:102  64.28:122 | /
BERT + CED [52] 60.11+0.59  60.33+0.85  60.55+0.93  60.35+0.70  61.08+1.41  59.16+1.84  64.71+0.88
T5pase [30] (~220M) 59.09+1.32  59.53+0.98  59.71+0.92  59.42+1.13  61.23+1.70  56.95+1.83  63.81+1.14
+ DM-INTER (ours) 60.31+0.89"  60.67+0.78"  60.72+0.86" 60.47+0.86" 63.22+1.40° 57.40+131  64.98+1.10"
T5 + CED [52] 59.19+0.97  59.43+0.89  59.39+097 = 59.28+0.89  61.70+137  56.69+127  63.63+0.85
+ DM-INTER (ours) 61.27+1.11*  61.42+0.93" 61.41+0.82" 61.33+0.74" 63.09+1.43* 59.45+0.71*  65.73+1.16"
Dataset: Snopes
BERTpase [4] (~110M) 62.28+1.21  71.55+1.57  63.27+1.32  62.05+1.22  43.67+1.66  80.89+1.61  69.48+1.32
BERT + CED [52] 62.68+0.78  71.91+1.44  63.59+1.28  62.29+0.94  44.17+0.97  81.20+1.41  70.42+0.74
T5pase [30] (~220M) 62.51+0.91  72.19+1.26  63.73+1.11  62.03+1.10  43.51+1.44  81.52+1.26  70.70+0.27
+ DM-INTER (ours) 64.21+0.82%  73.85+1.54"  66.08+0.95" 63.56+1.17" 4571+153" 82.72+1.04°  70.59+0.59
T5 + CED [52] 62.70+0.28  7232+143  63.23+1.00  62.52+045  44.82+131  80.58+147  69.15+0.90

+ DM-INTER (ours) 64.51+1.05%  74.14+0.66" 66.21+1.72"  63.80+0.80" 46.35+1.04* 82.67+1.05" 70.44+1.08"




& Evaluation: Performance Comparison

Method Macro F1 Accuracy Precision Recall Flieal Flgke AUC
Dataset: GossipCop O b se rva'“ on 2
BERT} e [4] (~110M) 78.23+0.45  83.78+0.80  79.00+£1.45  77.69+059  89.21+069  67.24:045  86.58+0.33 e
BERT + EANN [46] 78.59+0.84 84.47+0.66 80.37x1.46 77.42+1.36 89.80+0.55 67.39+£1.59 86.89+0.45 .
BERT + BERT-EMO [57]  78.63:047  8462:030 79750093 77104101  89.83:050  67.23:103  86.75:0.37 The average improvement
BERT + CED [52] 78.33+040  83.77+0.68  78.85+1.26  77.94+0.25  89.17+057  67.49+025  86.31+0.46 1 H
B 0] (o) TBaba  Biser Hoeia ~reonin  svian sesea s | | OVEr the baseline models is
+ DM-INTER (ours 79.45+0.62%  85.33+0.49"  81.92+1.08" 77.82+0.88°  90.44+039  68.46+1.12"  87.46+0.12 s :
T5 + EANN [46(] ) 78.60+0.35  84.40+0.18  80.06+0.51 77.51+0.74  89.74+0.18  67.47+0.77  87.49+0.54 Sno peS>PO l It FaCt>GOSS I pCO p
+ DM-INTER (ours) 79.73+£0.66%  85.59+0.48%  82.38+0.91"  77.96+0.85  90.63+0.66"  68.83+1.00"  87.97+0.22 . . .
T5 + BERT-EMO [57] 78464039  84.48+026  80.45:089 77114108  89.84+031  67.08+101  87.53+0.36 This phenomenon indicates
+ DM-INTER (ours) 79.55+0.53*  85.19+0.26" 81.34+0.63" 78.26+1.01"  90.29+0.21  68.81+1.07° 88.10+0.15" e .
T5 + CED [52] 78.83+0.64  84.49+052  80.09+0.89  77.86+0.82  89.77+039  67.90+1.04  87.57+0.36 that the pOS|t|Ve ImpaCt Of
+ DM-INTER (ours) 79.78+0.60%*  85.50+0.38"  82.01+0.86"  78.24+091  90.53+0.27°  69.03+1.08*  88.01+0.47 DM-l NTER iS more pronoun_
Dataset: PolitiFact . . . L.
BERT,. [4] (~110M) 50461098  60.02:073  60.26:091  59.82:085  62.38+158  59.55:102 64284122 ced in scenarios with limited
BERT + CED [52] 60.11+0.59  60.33+0.85  60.55+0.93  60.35+0.70  61.08+1.41  59.16+1.84  64.71+0.88 ..
“Tsy [30] (w2zoM) T 3909:1:2  B9sacoos so7ioss soaziiis  slzaam sessiims essniis | | training data
+ DM-INTER (ours) 60.31+0.89"  60.67+0.78"  60.72+0.86" 60.47+0.86" 63.22+1.40° 57.40+131  64.98+1.10" | J
T5 + CED [52] 59.19+0.97  59.43+0.89  59.39+097 = 59.28+0.89  61.70+137  56.69+127  63.63+0.85
+ DM-INTER (ours) 61.27+1.11*  61.42+0.93" 61.41+0.82" 61.33+0.74" 63.09+1.43* 59.45+0.71*  65.73+1.16"
Dataset: Snopes
BERTpase [4] (~110M) 62.28+1.21  71.55+1.57  63.27+1.32  62.05+1.22  43.67+1.66  80.89+1.61  69.48+1.32
BERT + CED [52] 62.68+0.78  71.91+1.44  63.59+1.28  62.29+0.94  44.17+0.97  81.20+1.41  70.42+0.74
TSpase [30] (~220M)  6251+091  72.19+1.26  63.73:1.11 6203110  4351+144  81.52¢126  70.70:0.27
+ DM-INTER (ours) 64.21+0.82%  73.85+1.54"  66.08+0.95" 63.56+1.17" 4571+153" 82.72+1.04°  70.59+0.59
T5 + CED [52] 62.70+0.28  7232+143  63.23+1.00  62.52+045  44.82+131  80.58+147  69.15+0.90

+ DM-INTER (ours) 64.51+1.05%  74.14+0.66" 66.21+1.72"  63.80+0.80" 46.35+1.04* 82.67+1.05" 70.44+1.08"




& Evaluation: Ablative Study

Method FI  Acc. P R Fley Flage Observation 1
Dataset: GossipCop
T5base [30] 7844 8456 8061 76.92 995 66.96 In general, the performance of all ablation
+DM-INTER 7945 8533 8192 77.82 9044  68.46 . ) }
wio Lp 7880 8456 8034 7765 8985 6775 experiments is consistently lower than that
w/o hierarchy 7893 84.68 80.65 77.70 8991  67.92 Of our Comprehen8|ve model DM_INTER
w direct query  78.01 8422 8012 7656 89.69  66.32
w/o weights 79.21 84.82 80.68 78.17 90.00 68.43
Dataset: PolitiFact
TSpase [30] 50.09 5953 5971 5942 6123  56.95 Observation 2
+DM-INTER ~ 60.31  60.67 60.72 6047 6322 57.40
w/o Lp 5963 6043 6053 6005 64.23 55.03 . .
w/o hierarchy 5973  60.11 6031 59.95 6159 57.84 The performance of the four ablation versions
w direct query  59.16 5959 59.86 5951 60.97  57.34 can be ranked as:
w/o weights 60.10 60.83 61.19 60.58 6340 56.81
Dataset: Snopes w direct query < w/o £, < w/o hierarchy < w/o weights
TSpase [30] 6251 7219 6373 6203 4351 8152
+DMINTER 6421 73.85 6608 6356 4571 82.72 shows their order of importance
“wio Lp 6363 7411 66.00 6274 4412 83.13 ¢ L

w/o hierarchy 63.86 7297 6479 63.30 45.76 81.98
w direct query 62.68 72.09 63.61 62.20 4396 8139
w/o weights 63.96 7337 6541 63.38 45.61 82.33




L Evaluation: Sensitivity Analysis

(a) GossipCop (b) PolitiFact (c) Snopes
81 62 66 ‘
/. |
80- 59- SE 64-/'\.\
f— iR o= — — i ]
&= 794 S e & 564 = 621 e
< 2 < i < 4
g 78 g s3 g 60
77 50- 58
76 . . : : . 47 . . : : . 56 : ; ; ; :
0 1E-4 0.001 001 01 1 10 0 1E-4 0001 001 01 1 10 0 1E-4 0001 001 01 1 10
p p p

Observation

The model is sensitive to 8, and the model consistently shows the best performance on
all datasets when g is approximately 0.0001




& Evaluation: Case Study

Article: Warning : This article contains spoilers!
So many spoilers! Highly detailed, movie-ruining
spoilers! “Somewhere out there, there’ s an 8-year-
old girl dreaming of becoming a criminal,” Debbie
Ocean, played by Sandra Bullock, tells her mirrored
reflection in one of the standout moments of “ Ocean’
s 8, ” the highly anticipated sequel to Steven Soder-
bergh’ s iconic heist films. “You’ re doing this for
her” The film gives budding bad girls everywhere
role models to look up to, but just how...
Veracity Label: fake Prediction: fake

" Reasoning sequence.
[Public] Is this article aimed at the public? yes
[Emotion] Is there any emotional expression in
this article? yes
[Individual] Does this article express any per-
sonal points? no
[Popularize] Is this an article aimed at popular-
ization? no
[Clout] Is this an article aimed at pursuing atten-
tion? yes
[Conflict] Is this article attempting to create con-
flict? no

Article: The Coachella Valley Music and Arts Festi-
val has announced the dates for its 20th anniversary
and how to get pre-sale tickets. The festival is also
offering a new upgrade for car camping. So when
is Coachella 2019? The festival happens April 12-14
and April 19-21 at the Empire Polo Club in Indio. As
it has done in recent years, promoter Goldenvoice
will put a limited number of passes on sale early. This
year you can get Coachella 2019 passes for Weekend
1 and 2 starting at 11 a.m. Pacific Friday, June 1.
Veracity Label: real Prediction: real

Reasoning sequence:

[Public] Is this article aimed at the public? yes
[Emotion] Is there any emotional expression in
this article? no

[Individual] Does this article express any per-
sonal points? no

[Popularize] Is this an article aimed at popular-
ization? yes

[Clout] Is this an article aimed at pursuing atten-
tion? no

Article: Alex Rodriguez flatly denied a report that
claimed he was threatening to cut child-support pay-
ments for his two daughters over a legal dispute with
his ex-wife’ s brother. “I have always paid far more
than the maximum in child support and that will
never change,” the former New York Yankees star
said in a statement to Page Six. “It’ s highly offensive
to me that my former brother-in-law, who has been
trying to pursue a frivolous case against me for four
years and has gotten absolutely nowhere with it ...
Veracity Label: fake Prediction: fake
_Rgas_or_liﬁg_se:]u_eﬂca ___________
[Public] Is this article aimed at the public? no
[Emotion] Is there any emotional expression in
this article? no
[Individual] Does this article express any per-
sonal points? no
[Nointent] This article does not convey any in-
tents.

Observation

In summary, these cases consistently demonstrate the effectiveness of DM-INTER in
reasoning intents




L Takeaways

We present to investigate the intents expressed by articles and utilize them to
identify misinformation.

Method: DM-INTER

We design an intent hierarchy based on several psychological studies and use
it to progressively reason intents with a pre-trained auto-regressive decoder.

Our experimental results can indicate that DM-INTER can improve the
performance of the baseline models.




Thanks.

Why Misinformation is Created? Detecting them by Integrating Intent Features

Authors: Bing Wang (wangbingl416@gmail.com),

Ximing Li, Changchun Li, Bo Fu, Songwen Pei, Shengsheng Wang

KT BE &% Jilin University



